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System configurations and diagrams

System block diagrams
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System configurations and diagrams

SR860 V3 storage adapter — compact form factor

The SR860 V3 supports the following compact form
factor (CFF) SAS HBA: T

+ ThinkSystem 4350-8i/16i PCle 3.0 SAS HBA
» ThinkSystem 440-8i/161 PCle 4.0 SAS HBA

4350-8i 4350-16i !

Lenovo
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SR860 V3 storage adapter — small form factor

The SR860 V3 supports the following small form
factor (SFF) RAID adapters: -

» ThinkSystem RAID 5350-8i/9350-8i/16i PCle 3.0
adapter

* ThinkSystem RAID 540-8i/16i/940-8i/16i/32i
PCle 4.0 adapter

5350-8i 9350-16i 940-32i

Note: For more information about supported SAS HBA and RAID adapter numbers and slots, refer to the ' =00
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Drive backplane
Drive backplane (BP) installation rules and order.

BP1 SAS/SATA BP2 SAS/SATA BP3 SAS/SATA

or AnyBay or AnyBay or AnyBay

BP4 SAS/SATA | BP5 SAS/SATA | BP6 SAS/SATA

Installation | Backplane type Backplane
priority replacement priorities

1 2.5-inch AnyBay eight-bay drive 1,3.2,4,5,6
backplane

2 2.5-inch SAS/SATA eight-bay drive 1, 2, 3,4,5,6
backplane
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AnyBay drive backplane configurations

» Support for up to 24 2.5-inch NVMe Gen4/Gend drives (Top bay only)

» Support for up to 48 2.5-inch SAS4/SAS3/SATA3 drives

« Support for up to six eight-bay 2.5-inch AnyBay backplanes

» Support for the ThinkSystem RAID and HBA portfolio of 8i, 161, and 32i adapters
» Support for up to four RAID batteries

BP1 BP2 BP3
8-bay 2.5-inch AnyBay J 8-bay 2.5-inch AnyBay J 8-bay 2.5-inch AnyBay

BPS BP6

: 8-bay 2.5-inch AnyBay [l 8-bay 2.5-inch AnyBay,
SAS/SATA only SAS/SATA only SAS/SATA only

Added SAS4 and NVMe Gen4/GenS support
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SAS/SATA drive backplane configurations

Support for up to 48 2.5-inch SAS3/SATA3 drives

Support for up to six eight-bay 2.5-inch SAS/SATA backplanes

Support for the ThinkSystem RAID and HBA portfolio of 8i, 16i, and 32i adapters
Support for up to four RAID batteries

BP1 BP2 BP3
8-bay 2.5-inch 8-bay 2.5-inch 8-bay 2.5-inch
SAS/SATA SAS/SATA SAS/SATA

BP4 BP5 BP6
8-bay 2.5-inch 8-bay 2.5-inch 8-bay 2.5-inch
SAS/SATA SAS/SATA SAS/SATA




System configurations and diagrams

Drive backplanes and corresponding drive bays

« Support for up to six drive backplanes

» Support for mixed storage backplane configurations

- AnyBay drive backplanes support SAS4 and NVMe Gen4/Gen S drives
* The bottom bay does not support NVMe drives

Drive backplane Supported drive backplanes Supported drives

Backplane 1 Oto7 « 2.5-inch AnyBay eight-bay « 2.5-inch SAS4/SAS3/SATA3

Backol 5 810 15 drive backplane NVMe Gen4/Gen5 drives
fespanc g 2.5-inch SAS/SATA eight-bay  « 2.5-inch SAS3/SATA3 drives

Backplane 3 16 to 23 drive backplane

Backplane 4 24 to 31 « 2.5-inch AnyBay eight-bay » 2.5-inch SAS3/SATA3 drives

drive backplane
Backplane 5 321039 2 5-inch SAS/SATA eight-bay

Backplane 6 40 to 47 drive backplane
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Drive bay combinations -1

The table shows the supported drive bay combinations (SAS/SATA or AnyBay drives) and lists
the backplanes required for each drive bay combination.

Total Total CPU SAS/SATA backplanes | AnyBay backplanes Backplanes
drives | NVMe | support I oag/SATA drives SAS/SATA drives | NVMe drives
8

0 2or4 8 0 0 1 SAS/SATA
8 4 2 0 4 4 1 AnyBay
8 8 < 0 0 8 1 AnyBay
16 0 2o0ré4 16 0 0 2 SAS/SATA
16 8 2 0 8 8 2 AnyBay
16 8 & 8 0 8 1 SAS/SATA + 1 AnyBay
16 16 4 0 0 16 2 AnyBay
24 0 2or4 24 0 0 3 SAS/SATA
24 8 2 8 8 8 1 SAS/SATA + 2 AnyBay
24 8 4 16 0 8 2 SAS/SATA + 1 AnyBay
24 16 4 8 0 16 1 SAS/SATA + 2 AnyBay
24 24 4 0 0 24 3 AnyBay
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Drive bay combinations -2

Total Total CPU SAS/SATA backplanes | AnyBay backplanes Backplanes
drives  NVMe | support I oas/SATA drives SAS/SATA drives | NVMe drives
32 0 32 0

2or4 0 4 SAS/SATA
32 8 2 16 8 8 2 SAS/SATA + 2 AnyBay
32 8 4 24 0 8 3 SAS/SATA + 1 AnyBay
32 16 4 16 0 16 2 SAS/SATA + 2 AnyBay
32 24 4 8 0 24 1 SAS/SATA + 3 AnyBay
40 0 2or4 40 0 0 5 SAS/SATA
40 8 2 24 8 8 3 SAS/SATA + 2 AnyBay
40 8 4 32 0 8 4 SAS/SATA + 1 AnyBay
40 16 4 24 0 16 3 SAS/SATA + 2 AnyBay
40 24 4 16 0 24 3 SAS/SATA + 3 AnyBay
48 0 2oré4 48 0 0 6 SAS/SATA
48 8 2 32 8 8 4 SAS/SATA + 2 AnyBay
48 8 4 40 0 8 5 SAS/SATA + 1 AnyBay
48 16 4 32 0 16 4 SAS/SATA + 2 AnyBay
48 24 4 24 0 24 3 SAS/SATA + 3 AnyBay
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Riser and slot support

The SR860 V3 supports up to 20 PCle slots: 18 regular PCle slots (either PCle 4.0 or 5.0)
plus two OCP 3.0 slots with PCle 5.0 interfaces.

Slots in the
SR860 V3
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PCle slot configurations

Click the buttons to see the different PCle slot configurations

Four PCle 4.0 and two 12 PCle 5.0, four PCle 4.0, and 18 PCle 4.0 and two OCP
OCP PCle 5.0 slots two OCP PCle 5.0 slots PCle 5.0 slots

0.0.03
12 :o:o:o.o.o
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Four PCle 4.0 and two OCP PCle 5.0 slots x

The four-slot configuration
» Each slot is connected to a processor

 Blue slots are PCle 4.0, and green slots are
PCle 5.0

Riser 1 (FHFL) Riser 2 (LP) Riser 3 (FHFL)

Slot 3 ~ Slot 6: Empty Slot 15 ~ Slot 18: Empty
Slot 7: PCle 4.0 x8 Slot 19: Gen4 x8 FHHL
FHHL (CPU 1) Slot 9 ~ Slot 14- (CPU 2)

Slot 8: PCle 4.0 x8 Empty Slot 20: Gen4 x8 FHHL
FHHL (CPU 1) (CPU 2)

Slot 1: PCle 5.0 x16 Slot 2: PCle 5.0 x16
OCP 3.0 slot OCP 3.0 slot

Note: The rear 7 mm hot-swap drive bay is installed in riser 3.
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12 PCle 5.0, four PCle 4.0, and two OCP PCle 5.0 slots x

Riser 1 (FHFL) Riser 2 (LP) Riser 3 (FHFL)

The 16-slot configuration

» Each slot is connected to a processor Slot 3: PCle 5.0 x8 FHFL  Slot 9: PCle Slot 15: PCle 5.0 x8 FHFL
(CPU 1) (Not available if 5.0 x8 HHHL (CPU 2) (Not available if
* Blue slots are PCle 4.0, green slots are PCle slot 4 has double-width ~ (CPU 4) slot 16 has double-width
9.0, and slots shown in a yellow box support GPU) GPU)
double-width GPUs Slot 4: PCle 5.0 x16 Slot 10: PCle  Slot 16: PCle 5.0 x16
FHFL (CPU 4) (Support 5.0 x8 HHHL FHFL (CPU 3) (Support
for a double-width GPU) (CPU 4) for a double-width GPU)
Slot 5: Empty Slot 11: PCle Slot 17: Empty
4.0 x8 HHHL
Crweve (CPU 1)
4: G5 x16 - CPU4
——— Slot 6: PCle 5.0 x16 Slot 12: PCle  Slot 18: PCle 5.0 x16
FHFL (CPU 1) (Support ~ 40x8 HHHL  FHFL (CPU 2) (Support
6: G5 x16 - CPU1 18: G5 x16 - CPU2 for a double-width GPU) (CPU 3) for a double-width GPU)
| 7: G5 x16 - CPU4. | 19: G5 x16 - CPU3 Slot 7: PCle 5.0 x16 Slot 13: PCle  Slot 19: PCle 5.0 x16
I FHHL (CPU 4) 50x8 HHHL  FHHL (CPU 3)
(CPU 3)
iERREhE, e Slot 8: PCle 4.0 x16 Slot 14: PCle  Slot 20: PCle 4.0 x16
1: 16 - . L ; -, & : < > < .
il LBE - FHHL (CPU 1) 50x8HHHL  FHHL (CPU 2) (Not
(CPU 2) available if a 7 mm drive

Slot 1: PCle 5.0 x16 OCP
3.0 slot

cage is selected)

Slot 2: PCle 5.0 x16 OCP
3.0 slot
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18 PCle 4.0 and two OCP PCle 5.0 slots x
e

The 18-slot configuration

: Slot 3: PCle 4.0 x8 FHFL  Slot 9: PCle 4.0  Slot 15: PCle 4.0 x8
L ]
Each slotis connected to a processor (CPU 1) (Not available if ~ x8 HHHL (CPU  FHFL (CPU 2) (Not
 Blue slots are PCle 4.0, green slots are PCle slot 4 has double-width ~ 4) available if slot 16 has
. GPU double-width GPU
5.0, and slots shown in a yellow box support ) He W ey
. Slot 4: PCle 4.0 x16 FHFL  Slot 10: PCle  Slot 16: PCle 4.0 x16
double-width GPUs (CPU 4) (Support for a 40X8HHHL  FHFL (CPU 3) (Support
double-width GPU) (CPU 4) for a double-width GPU)
Slot5: PCle 40x8 FHFL  Slot 11: PCle  Slot 17: PCle 4.0 x8
(CPU 4) (Not available if ~ 40x8 HHHL  FHFL (CPU 3) (Not
slot 6 has double-width (CPU 1) available if slot 18 has
GPU) double-width GPU)
Slot 6: PCle 4.0 x16 FHFL  Slot 12: PCle Slot 18: PCle 4.0 x16
(CPU 1) (Support for a 4.0 x8 HHHL FHFL (CPU 2) (Support
double-width GPU) (CPU 3) for a double-width GPU)
Slot 7: PCle 4.0 x8 FHHL  Slot 13: PCle  Slot 19: PCle 4.0 x8
(CPU 4) 4.0 x8 HHHL FHHL (CPU 3)
(CPU 3)
| 3 | ) . . Slot 8: PCle 4.0 x16 FHHL Slot 14: PCle  Slot 20: PCle 4.0 x16
R e I N T I 0 L e (CPU 1) 4.0 x8 HHHL FHHL (CPU 2) (Not
1:OCP G5 x16 - 1 |« M. i = Oy *| 2:0CP G5x16-2 (CPU 2) available if a 7 mm drive

Slot 1: PCle 5.0 x16 OCP
3.0 slot

cage is selected)

Slot 2: PCle 5.0 x16 OCP
3.0 slot
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GPU adapters

« The DW GPU base supports two standard heat sinks for the front processors and two low-
profile winged heat sinks for the rear processors.

Processors on servers with DW GPUs and full-length adapters are limited to a maximum
TDP of 270 W.

Supports up to four double-width 350 W
GPUs or eight single-width 75 W GPUs.

GPU slots are located in Riser1 and Riser 3

Note: When adding GPUs to an existing server, double-width GPUs are only supported when the server is

configured in the factory with full-length slots and low-profile heat sinks on the rear processors. Field upgrades of

T the heat sinks and slots are not available.
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M.2 and 7 mm drive support

 The SR860 V3 supports one or two M.2 form-factor SATA or NVMe drives for use as an operating
system boot solution or as additional storage. The M.2 drives are installed into an M.2 module which is
mounted on the air baffle.

« The SR860 V3 supports two 7 mm drives, either both SATA or both NVMe, at the rear of the server.
These drives occupy one or two PCle slots.

* RAID supportis implemented using VROC SATA or VROC NVMe. Additional adapters are neither
required nor supported.

Two 7 mm drive bays in
slot 20

Two 7 mm drive bays in
slot 16 and 17

Note: The M.2 module and 7 mm drive enclosure connect to the same ports on the system board.
As a result, they cannot both be installed on the same server.
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Memory options

- The SR860 V3 supports 16 DIMMs per processor. Each processor has eight memory
channels with two DIMMs per channel (2DPC). There is support for 1DPC at 4800 MHZ and
2DPC at 4400 MHZ.

- The SR860 V3 only supports quantities of 1, 2, 4, 6, 8, 12, or 16 DIMMs per processor.

* The server supports three types of DIMMs: 9x4 RDIMMs, RDIMMs, and 3DS RDIMMS. The
mixing of DIMM types is not supported.

« The mixing of 128 GB 3DS RDIMMs and 256 GB 3DS RDIMMs is supported, mixing of

DIMM rank counts is supported. Follow the required installation order when installing
DIMMs.

« The SR860 V3 supports two memory modes: independent memory mode and memory
mirroring mode

Note: For detailed memory configuration and installation rules, refer to the memory
installation rules section of the SR860 V3 User Guide on
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Memory slot and channel identification
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